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Abstract 

A skeletal mechanism with 89 species and 364 reactions for a tri-component biodiesel surrogate, 

which consists of methyl decanoate, methyl 9-decenoate and n-heptane, was developed to reduce 

computational costs for 3-D engine simulations. The detailed mechanism for biodiesel developed 

by Lawrence Livermore National Laboratory (LLNL) was employed as the starting mechanism. 

The rate constants for the n-heptane and larger alkane subcomponent in the detailed mechanism 

were first updated. The detailed mechanism was then reduced with direct relation graph (DRG), 

isomer lumping, and DRG-aided sensitivity analysis (DRGASA), which was improved to 

achieve a larger extent of reduction. The reduction was performed for pressures from 1 to 
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100atm and equivalence ratios from 0.5 to 2 for both extinction and ignition applications. The 

initial temperature for ignition was from 700-1800K, covering the compression ignition (CI) 

engine conditions. Extensive validations were performed against 0-D simulations with the 

detailed mechanism and experimental data for spatially homogeneous systems, 1-D flames and 

3D-turbulent spray combustion. The skeletal mechanism was able to predict various combustion 

characteristics accurately such as ignition delay, flame lift-off length, and equivalence ratio at 

flame lift-off location under different ambient conditions. Compared with the detailed 

mechanism that consists of 3299 species and 10806 reactions, the skeletal mechanism features a 

reduction by a factor of 37 in size while still retaining good accuracy and comprehensiveness. 

Keywords: mechanism reduction; biodiesel; methyl decanoate; diesel engine; auto-ignition 
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1. Introduction 

Biodiesel is becoming one of the most promising renewable fuels as the global energy demand 

increases. Biodiesel can be used in existing diesel engines with reduced soot, CO, and unburned 

hydrocarbons (HC) emission without significant changes to their design [1]. The major 

component of biodiesel is fatty acid methyl esters (FAME), which feature the ester functional 

group and long carbon chains (e.g., C12-C18) with varying degrees of un-saturation. Due to the 

fuel’s large molecular size and varying composition, the detailed chemical kinetics of biodiesel 

combustion is highly complex. Consequently, the detailed mechanisms for biodiesel are large in 

size [2-4]. For example, a recently published detailed mechanism for biodiesel surrogate consists 

of over 3000 species and 10000 reactions [3]. 3-D engine simulations with such large 

mechanisms are infeasible, particularly when attempting to characterize low temperature and 

negative temperature coefficient (NTC) reactivity. However, since computational modeling 

drives the design of engines and combustors, accurate prediction of fuel combustion and 

pollutant emissions requires comprehensive chemical kinetics. Reduction of the large 

mechanisms is therefore necessary to accommodate realistic chemistry in practical engine 

simulations. 

Mechanism reduction has been extensively studied over the last few decades, as reviewed 

in Ref. [5]. One of the major classes of reduction methods is skeletal reduction, which eliminates 

unimportant species and reactions from detailed mechanisms using such methods based on 

sensitivity analysis [6-7], principle component analysis [8-9], Jacobian analysis and 

computational singular perturbation [10-12], directed relation graph (DRG) [13] and other DRG-

based methods [14-15]. In particular, the DRG method was based on reaction rate and species 

flux analyses, and does not involve Jacobian matrix evaluation and factorization. Therefore, it 
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features low reduction cost compared to most other reduction methods.  DRG was recently 

extended to DRG-X by Lu et al. [16]. By accommodating expert knowledge on chemical kinetics 

into mechanism reduction, DRG-X was able to develop skeletal mechanisms with higher 

accuracy compared to the original DRG method. DRG-based methods can be combined with 

sensitivity analysis to further reduce the skeletal mechanisms, e.g. through DRG-aided sensitivity 

analysis (DRGASA) [17-18] and DRGEP with sensitivity analysis (DRGEPSA) [19].  

After the skeletal reduction, other methods can be further applied on the skeletal 

mechanisms to further reduce the size of the mechanism, e.g., through lumping methods [20-24] 

that group the correlated species. In particular, isomer lumping [25-26] can be employed to 

group the isomers in mechanisms for large hydrocarbons that feature nearly-identical thermo and 

transport properties. It is noted however that, although there have been a large number of 

methods developed for mechanism reduction, reduced mechanisms for biodiesel that are suitable 

for 3-D engine simulations are rare, particular when low temperature chemistry is involved. This 

is primarily because of the large size of biodiesel mechanisms and consequently the difficulties 

in the reduction itself. In previous works, a reduced mechanism with low-temperature chemistry 

for methyl butanoate (MB) was developed  by Brakora et al., and validated under biodiesel-

fueled engine conditions [27]. The reduced mechanism consists of 41 species and 150 reactions, 

which is small enough for 3-D engine simulations. However, the chain length of MB is short 

compared with that of real biodiesel. Hence it is inadequate to accurately represent the 

physicochemical properties of biodiesel. Moreover, it is observed in experimental and kinetic 

studies that MB does not adequately characterize the NTC behavior of large hydrocarbons [28], 

and its mechanism cannot accurately predict the flame lift-off and emission characteristics of 

biodiesel combustion [29].  
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Methyl decanoate (MD) was later recognized as a more viable surrogate to biodiesel fuels 

since it features both a long carbon chain as well as the ester group. A comprehensive and 

accurate skeletal mechanism for MD with low temperature chemistry was derived using DRG for 

1-D flame analysis by Sarathy et al. [30]. However, this skeletal mechanism consists of more 

than 600 species thus is not suitable for 3-D engine simulations. Skeletal mechanisms for the 

biodiesel surrogate were then developed using DRG-based methods and lumping [31-33]. The 

surrogate mixture consists of MD, methyl-9-decanoate (MD9D) and n-heptane, which can better 

represent the physical properties and combustion features of biodiesel [3]. The skeletal 

mechanism in Ref. [32] consists of 118 species and 837 reactions. It however doesn’t consist of 

the low temperature chemistry thus is not suitable for CI engine applications. Another skeletal 

mechanism that can be applied in engine simulations was developed by Brakora et al. [33]. It 

features small mechanism size of 77 species and 216 reactions with low temperature chemistry, 

but has been tuned to match only certain experimental conditions. 

In the present study, the n-heptane and larger alkane subcomponent in the detailed 

mechanism for biodiesel from LLNL is first updated for improved prediction of the NTC 

behavior. The updated mechanism is then employed as the starting mechanism for the reduction. 

An integrated reduction method that combines DRG, isomer lumping, and DRGASA is applied 

for the reduction. The method of DRGASA is improved to achieve a higher extent of reduction, 

such that smaller skeletal mechanisms can be obtained for more efficient multi-dimensional 

engine simulations. Extensive validations against spatially homogeneous system, 1-D flames and 

3-D engine experiments are further performed to show the high chemical fidelity of the resulting 

skeletal mechanism.  
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2. Methodologies 

2.1 Update of the detailed mechanism 

The detailed mechanism used in the present reduction was originally developed by Lawrence 

Livermore National Laboratory (LLNL). The mechanism is for biodiesel surrogate mixtures of 

MD, MD9D and n-heptane, and consists of 3299 and 10806 elementary reactions. The tri-

component surrogate mixture allows the flexibility in matching the physical and important 

combustion properties of real biodiesel from different feed-stocks. For example, the ignition 

delay times can be fine tuned by varying the composition of the surrogate mixture to match the 

data of the real fuel.  

Prior to reduction, several updates were made to the detailed mechanism to make it 

consistent with rate rules present in current LLNL n-heptane and larger alkane mechanisms [34-

35]. The following is a summary of the changes made to the detailed mechanism: 

 The uni-molecular decomposition reactions of n-heptane and the beta-decomposition 

reactions of heptyl radicals were replaced by those in LLNL’s most recent n-heptane 

mechanism [34]. 

 The reaction rate constants for alkyl peroxy radical isomerizations (i.e., RO2=QOOH) and 

carbonyl-hydroperoxide formation (i.e., O2QOOH=carbonyl-hydroperoxide +OH) for n-

heptane, MD, and MD9D related species were made consistent with the latest large alkane 

reaction rate rules [34-35]. Specifically, the activation energies for these reactions were 

reduced by 400 cal/mol to increase the low temperature reactivity. 

 The reaction rate constants for carbonyl-hydroperoxide decomposition for n-heptane, MD, 

and MD9D related species were made consistent with Refs. [34-35]. The activation energy 
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for these reactions was decreased to 39,000 cal/mol to better predict low temperature ignition 

delay times for n-alkanes [34-35]. 

 

2.2 Mechanism reduction 

Following the above modifications, the reduction of the detailed mechanism was performed 

based on a large set of reaction states sampled within the parameter space of pressures from 1 to 

100atm, equivalence ratios from 0.5 to 2.0, initial temperatures from 700 to 1800K for auto-

ignition, and inlet temperature of 300K for extinction in perfectly stirred reactors (PSR). Note 

that the NTC region which is important for auto-ignition under CI engine conditions was covered 

in the reduction. Jet stirred reactors (JSR) with diluted mixtures and intermediate temperatures 

were also included in the sampling. The fuel mixture consists of 25% MD, 25% MD9D and 50% 

n-heptane in mole. The worst case error tolerance was set to be 30%. Such an error tolerance is 

comparable to the overall uncertainty of the detailed mechanism, as such there is no significant 

loss in chemical fidelity through the skeletal reduction [32]. It will be further shown in the next 

section that the resulting skeletal mechanism obtained with such an error tolerance performs well 

in predicting experimental data in most cases compared with the detailed mechanism.  

The method of DRG [32] was first applied to eliminate unimportant species and reactions 

from the detailed mechanism, and a 664–species skeletal mechanism was obtained. Isomer 

lumping [25] was subsequently applied to the 664-species skeletal mechanism to group the 

isomers with similar thermo and transport properties to further reduce the mechanism size, 

resulting in a 641-species skeletal mechanism.  To overcome the challenge to further reduce the 

mechanism to less than about 100 species, a revised DRGASA method was employed in the 

present reduction. Based on the previous procedure in Refs. [17-18], the reduction error induced 
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by eliminating a species is first estimated in DRGASA, such that the errors can be sorted in 

ascending order for sequential sensitivity analysis of species elimination. Previous studies with 

DRGASA excluded important species with estimated errors larger than, say, 50% from the 

global sensitivity analysis, because they may cause difficulties in convergence and subsequently 

long computation time if they are selected for elimination by the DRGASA algorithm. However, 

the primary concern in the present work is the final size of the mechanism, rather than the 

reduction cost. Therefore, almost every species was included in the global sensitivity analysis to 

ensure that the resulting mechanism is minimal in size. A 140-species mechanism was 

consequently obtained with increased reduction cost. 

To achieve a larger extent of reduction, error cancellation was further utilized in the 

revised DRGASA to minimize the mechanism size in the present work. The effect of error 

cancellation for mechanism reduction is demonstrated in Fig. 1 with two species A and B. It is 

seen that removing either A or B individually from the detailed mechanism results in errors with 

opposite signs, while removing A and B together results in a skeletal mechanism with a smaller 

error compared to those by eliminating A and B individually. In the present reduction, if the 

individual eliminations of two species result in opposite errors, sensitivity analysis will be 

performed by test-eliminating the pair of species together. If the error induced by the test-

elimination is smaller than the error tolerance, the elimination will be committed. This process is 

repeated until no individual species or species pairs can be further eliminated based on the given 

error tolerance. It is noted that only species with small individual errors, e.g. smaller than 40%, 

were considered for error cancellation to avoid substantial reduction in the chemical fidelity of 

the final mechanism. Using the revised DRGASA, a skeletal mechanism with 89 species and 364 

elementary reactions was eventually obtained.  
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2.3 Simulations of 3-D Turbulent Spray Combustion  

The 89-species skeletal mechanism was then used in 3-D spray-combustion simulations for 

validation, in addition to the 0-D and 1-D simulations. The 3-D simulations were performed 

using the Eulerian-Lagrangian approach in the computational fluid dynamics (CFD) software 

CONVERGE [36-38]. It incorporates state-of-the-art models for spray injection, atomization and 

breakup, turbulence, droplet collision, and coalescence. The gas-phase flow field is described 

using the Favre-Averaged Navier-Stokes equations in conjunction with the RNG k-ε turbulence 

model, which includes source terms for the effects of dispersed phase on gas-phase turbulence. 

These equations are solved using a finite volume solver. The details of these models can be 

found in previous publications [29, 39-40],  hence only a brief description is provided here. 

Fuel injection is simulated using the blob injection model. Following the injection, 

Kelvin Helmholtz (KH) and Rayleigh Taylor (RT) models are used to predict the primary and 

secondary breakup of the computational parcels [41-42]. A breakup length is used within which 

the KH model is used to predict the primary breakup. Beyond the breakup length, the KH and 

RT models compete in breaking up the droplets. Droplet collisions are based on the no time 

counter algorithm [43]. Once collision occurs, the outcomes of the collision are predicted as 

bouncing, stretching, reflexively separating, or coalescing [44]. A droplet evaporation model 

based on the Frossling correlation [38] is used in the present simulations. A dynamic drag model 

is also used postulating that the drag coefficient depends upon the shape of the droplet, which 

can vary between a sphere and a disk [45]. The effects of turbulence on the droplet are also 

included, using a stochastic turbulent dispersion model. Kinetic modeling in CONVERGE is 

performed using the SAGE chemical kinetic solver [36], and is directly coupled with the gas-

phase calculations using a well-stirred reactor model. The soot mass production within a 
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computation cell is determined from a single-step competition between formation and oxidation 

rates of C2H2 species based on the Hiroyasu model [38], which has been extensively used in 

engine-modeling literature. 

CONVERGE uses an innovative, modified cut-cell Cartesian method for grid generation. 

The grid is generated internally to the code at runtime. For all cases, the base grid size was fixed 

at 4 mm. In order to resolve the flow near the injector, a fixed grid embedding is employed such 

that the minimum grid size is 0.25 mm. Apart from this region, it is rather difficult to determine 

a priori where a refined grid is needed. Hence, four levels of adaptive mesh refinement are 

employed for the velocity field. In order to match the combustion chamber geometry used in the 

experimental study [46], a cubical geometry of 108 mm on each side is generated (cf. Fig. 2). 

The zoomed-in view of the fixed embedding region is also shown. The temperature-dependent 

fuel properties of soy biodiesel, such as density, kinematic viscosity, surface tension, vapor 

pressure, heat of vaporization, and specific heat, were obtained from Ra et al. [47]. 

  

3. Results and discussion 

3.1 Mechanism validation 

 

The 89-species skeletal mechanism for biodiesel surrogate was first validated against the detailed 

mechanism in homogeneous applications including auto-ignition and PSR. Figure 3a shows the 

ignition delay time as a function of the initial temperature calculated using the detailed and 

skeletal mechanisms for different equivalence ratios and initial temperatures covered in the 

reduction process. In general, good accuracy was observed. Figure 3b compares the temperature 

profiles of PSR calculated using the skeletal mechanism to that using the detailed mechanism, at 

various equivalence ratios and pressures. It is seen that the skeletal mechanism accurately 
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mimics the branches above the upper turning points, which are known as the extinction states. 

Some larger discrepancies were observed on the middle branches of the curves. This is due to the 

fact that those reaction states are not relevant to stable combustion systems at steady state. 

Hence, the reaction states on the middle branches were not included in the sample space for the 

present reduction. 

 

3.2 Extended validations with 0-D and 1-D experiments 

The updated detailed mechanism and the 89-species skeletal mechanism were then validated 

against the experimental measurements for homogenous applications including auto-ignition and 

JSR. In the present study, the same fuel mixture as that in the reduction process, i.e. 25% MD, 

25% MD9D and 50% n-heptane in mole, is used in the simulations. Figure 4 compares the 

calculated ignition delay time for n-heptane-air mixture with the experiments at various initial 

temperatures under fuel lean condition (ϕ = 0.4). The experimental data were reported by 

Herzler et al. [48]. It can be observed in Fig.4 that both mechanisms predict the experimental 

trends of ignition delay fairly well. In addition, the 89-species skeletal mechanism shows better 

agreement with the experimental results at low-temperature conditions. Figure 5 shows the 

comparison between the calculated and measured ignition delay times for a MD-oxygen-argon 

mixture. The experimental data was obtained from Ref. [49]. It is seen that the simulations with 

both mechanisms agree well in trend with the experiments, while the skeletal mechanism again 

agrees better with the experimental data. The skeletal and detailed mechanisms were further 

compared with the experimental measurements for the oxidation of rape-seed methyl ester 

(RME) in JSR. The experimental study was reported by Dagaut et al. [50]. Figure 6 compares the 

calculated species profiles for the biodiesel surrogate mixture with the experimental results at 
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various equivalence ratios in JSR with nitrogen dilution. Fair agreement was again observed, 

while the skeletal mechanism shows a better prediction than the detailed mechanism for certain 

species, e.g. C2H4.  

Next, the skeletal mechanism is validated for 1-D flames, including both premixed and 

non-premixed flames. Since it is difficult to simulate the 1-D flames using the large detailed 

mechanism, only the results from the skeletal mechanism are shown in Fig. 7, where the 

experimental data for the premixed flame speed was taken from Ref. [51] for MD-air mixtures 

under atmospheric pressure. A worst case discrepancy of about 10cm/s is observed at fuel-rich 

conditions. Figure 8 plots the calculated temperature and species profiles with the skeletal 

mechanism along with the measured data by Sarathy et al. [52] for a non-premixed counter-flow 

flame of MD at atmospheric pressure. The diluted MD (1.8%MD and 98.2%N2 in mole) mixture 

was used as the fuel in the simulation to match the experimental condition. In addition, the same 

boundary conditions from the experimental configuration were used for inlet temperatures, 

mixture compositions, and flow velocities. The predictions of temperature and species profiles 

are overall encouraging. In particular, the calculated major species profiles for MD, CO, and CO2 

are in excellent agreement with the experimental data. The above validations therefore indicate 

that the 89-species skeletal mechanism can well capture the biodiesel combustion characteristics 

in both homogeneous and diffusive systems. 

 

3.3 3-D simulations at CI engine conditions 

Further validation of the 89-species biodiesel surrogate mechanism is performed in a 3-D 

constant volume combustion chamber under CI engine conditions [53-55]. The experiments were 

performed by Nerva et al [56].  with the experimental conditions listed in Table 1. Validations 
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under non-reacting conditions are first presented followed by those under reacting conditions. 

Since liquid penetration, vapor penetration, lift-off length, and ignition delay data will be used 

for validation of the mechanism, these parameters will be first defined here. In simulations, 

liquid penetration is defined as the axial location encompassing 97% of the injected mass at that 

instant of time. Vapor penetration at any time is determined from the farthest downstream 

location of 0.05% fuel mass-fraction contour. Similarly, flame lift-off length is also calculated 

based on the mass fraction calculation of OH radical and is determined by the nearest upstream 

location of YOH=0.05% contour. Ignition delay is defined as the time from start of injection to 

the time when temperatures above 2000K are first observed in any computational cell. 

Figure 9 presents predicted and measured liquid spray and fuel vapor penetration at 

different times after the start of injection (ASI) at an ambient temperature of 900K. Spray 

penetration initially increases with time and then stabilizes at a quasi-steady value, which is 

called the liquid length. Hence, beyond this axial distance, liquid fuel is absent. The fuel vapor 

penetration though increases with time and is instrumental in fuel-ambient air mixing. It is seen 

that the simulations are able to capture the liquid spray and vapor penetration characteristics very 

well.  

Following the validations under non-reacting conditions, Figs. 10-13 show the validations 

under reacting conditions. Figure 10 first compares the measured and computed OH profiles 

under conditions presented in Table 1 at ambient temperatures of 900K and 1000K. Due to the 

axi-symmetric nature of the spray and combustion processes, images are presented on a cut-plane 

through the center of the fuel jet. The flame lift-off location is shown by the red dashed line and 

the average equivalence ratio at flame lift-off location is also shown. The spray axis is 

demarcated using a white dashed line. The field of view is 75 mm x 25 mm in the axial and 
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radial directions respectively. The width and length of the flame is well captured by the 

simulations at both ambient temperature conditions. 

The lift-off length is observed to be marginally over-predicted by the simulations under 

both ambient temperature conditions. Since lift-off length is over-predicted, it is not surprising 

that the average equivalence ratio at lift-off is marginally under-predicted by the simulations. For 

example, a calculated equivalence ratio of 2.04 compares fairly well to the experimentally 

measured value of 2.08 at 1000K. It is noted that the definitions used for calculating equivalence 

ratio values at the lift-off locations are different between experiments and simulations. 

Equivalence ratio is not a direct measurement from experiments, therefore flame lift-off length 

values are used in the analytical expressions by Naber and Siebers [57] to obtain the average 

equivalence ratios. In the present simulations, equivalence ratio is averaged over a transverse line 

8mm long at the lift-off location (as shown in Fig. 10). The dimension of the transverse line 

depends upon the width of the flame and is selected to ensure that the significant temperature and 

equivalence ratio gradients are encompassed. Considering the difference in definitions of 

equivalence ratio values, the proximity of simulation and experimental values is very 

encouraging.   

The lift-off length, ignition delay, and equivalence at lift-off length values are further 

summarized in Table 2. The ignition delay is over-predicted at 900K by the simulation with the 

calculated value being 0.741 ms versus a measured value of 0.683 ms. However, at 1000K 

ambient temperature condition, the ignition delay is marginally under-predicted with the 

calculated value being 0.391 ms versus a measured value of 0.396 ms. Since it has been observed 

in Fig.9 that the model predicted the mixing process quite well, the differences in flame lift-off 
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length and ignition delay in the present study could be primarily due to either the uncertainities 

in the detailed mechanism or the reduction error in the skeletal mechanism.  

Figures 11 and 12 present the validations of simulated OH and soot contours against the 

chemiluminescence and Laser Induced Incandescence (LII) data, respectively, at different time 

during the combustion event at an ambient temperature of 1000K. It is seen in Figs. 11 and 12 

that the experimental OH and soot contours are well predicted by the simulations in terms of 

location and occurrence during the combustion event. In addition, the shape in terms of width 

and length of OH and soot mass fraction contours were well predicted by the simulations. It is 

noted that although there are differences in ignition delay and lift-off length predictions (cf. 

Table 2 and Fig. 10), OH and soot contours were well captured by the models.  

Figure 13 presents measured soot volume fraction and predicted soot mass fraction 

results at 3000 µs ASI for both ambient temperature conditions. The corresponding lift-off length 

location is also represented by the dashed lines. It is noted that soot volume fraction distribution 

could not be obtained from simulations because the density of soot particles is not known. Also, 

since C2H2 was used as a precursor for soot formation, the simulation results only aim to capture 

qualitative trends of soot production for biodiesel at different ambient temperatures. At both 

ambient temperature conditions the location of soot formation and soot distribution is well 

predicted by the simulations. In addition, the simulations were also able to capture the fact that 

the soot prediction decreases with the decrease in ambient temperature. Considering the fact that 

the detailed and the skeletal mechanisms were not tuned for the experimental conditions, such 

small discrepancy between predictions and experimental data is quite encouraging. Future 

studies will involve testing the 89 species mechanism against experimetnal data from CI engines 
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running on soy biodiesel. It is also noted that a quantitative prediction of soot distribution could 

be obtained by implementing the soot modeling approach of Vishwanathan and Reitz [58]. 

 

4. Concluding Remarks 

An 89-species skeletal mechanism for biodiesel surrogate (MD, MD9D and n-heptane) 

including low-temperature chemistry was developed with DRG-based methods. The rate 

constants for the n-heptane and larger alkane subcomponent in the detailed mechanism 

developed by LLNL were first updated to be consistent with rate rules present in the current 

LLNL n-heptane and larger alkane mechanisms. The updated detailed mechanism was validated 

with experimental data including the ignition delays of n-heptane and MD, and the species 

profiles of MD in JSR.  

The updated detailed mechanism was then reduced by subsequently applying DRG, 

isomer lumping and DRGASA. Substantial reduction in the mechanism size was achieved by 

carefully utilizing error cancellation in the reduction by DRGASA. In the present study, only the 

species with errors smaller than 40% were considered in error cancellation. Comprehensive 

validations of the skeletal mechanism against the detailed mechanism were further carried out to 

guarantee its chemical fidelity. The validations show that the small skeletal mechanism performs 

well over a wide range of parameters for both ignition and extinction applications. Nevertheless, 

it is worth noting that although larger extents of reduction can be achieved by utilizing error 

cancellation, the chemical fidelity of the resulting mechanism may not be guaranteed, 

particularly in predicting the concentrations of the intermediate species. This point is similar to 

the original DRGASA method. Therefore, the skeletal mechanisms developed using DRGASA 
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with or without error cancellation should be carefully validated before being applied in 

combustion simulations.   

Extended validations were further performed for various experimental conditions 

including homogenous system, 1-D flames and 3-D turbulent spray combustion at CI engine 

conditions. The mechanism is shown to be versatile and robust since it performs satisfactorily in 

predicting the ignition delay and flame lift-off length, as well as the OH and soot concentration 

profiles under a variety of conditions. As such the 89-species skeletal mechanism is suitable for 

multi-dimensional engine combustion simulations with biodiesel fuels. 
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Figure Captions 

Figure 1: The temperature profiles of auto-ignition to demonstrate the effect of error 

cancellation. 

 

Figure 2: Grid generated in CONVERGE at 0.4 ms ASI for combusting sprays described in 

Table 1. 

  

Figure 3: Comparison of the 89-species skeletal mechanism with the detailed mechanism 

for biodiesel-air, a) ignition delays, and b) extinction temperature profiles in PSR. 

 

Figure 4: Comparison of simulated and measured ignition delay times as a function of the 

initial temperature for n-heptane/air mixture at pressure of 50 bar and equivalence ratio of 

0.4. The measurement data were obtained from Ref. [48]. The calculation was performed 

with the detailed and 89-species skeletal mechanisms, respectively. 

Figure 5: Comparison of simulated and measured ignition delay times as a function of the 

initial temperature for MD-O2-Ar mixture at pressure of 7atm, equivalence ratio of 0.09 

and fuel mole fraction of 1005 ppm. The measurement data were obtained from Ref. [49]. 

The calculation was performed with the detailed and 89-species skeletal mechanisms, 

respectively. 

Figure 6: Species concentrations in JSR as a function of temperature for RME at  pressure 

of 10 atm and residence time of 1s.  Symbols: experimental data [50], solid lines: values 

calculated with the detailed mechanism, dash lines: values calculated with the 89-species 

skeletal mechanism. 

Figure 7: Laminar flame speed as a function of the equivalence ratio for MD-air mixture at 

atmospheric pressure and initial temperature of 403K. Symbols: experimental 

measurements [51], lines: calculated values with the 89-species skeletal mechanism. 

Figure 8: Species profiles computed with the 89-species skeletal mechanism (lines) 

compared with experimental measurements (symbols) by Sarathy et al. [52], for opposed-

flow flames under atmospheric pressure. 

Figure 9: Measured [56] and predicted liquid spray penetration and vapor penetration vs. 

time for biodiesel fuel at an ambient temperature of 900K. 

Figure 10: Validation of flame lift-off length against the OH-chemiluminescence data from 

Ref. [56]  at 900K and 1000K.  The average equivalence ratio at flame lift-off location is 

also indicated. 
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Figure 11: Comparison of OH mole-fraction contours from simulations against the OH-

chemiluminescence data from Ref.[56], at different instances during the combustion 

process at an ambient temperature of 1000K. 

Figure 12: Comparison of soot mole-fraction contours from simulations against the soot 

data using LII from Ref. [56] at different instances during the combustion process at an 

ambient temperature of 1000K.  

Figure 13: Comparison of soot mole-fraction contours from simulations against the soot 

data using LII from Ref. [56] at different instances during the combustion process at an 

ambient temperature of 1000K.  

 

 

 

 

 

 

 

 



 

Table 1:  
Test conditions for combustion experiments at Sandia National Laboratories [56].

  

 

Parameter Quantity 

Injection System Bosch Common Rail 

Nozzle Description Single-hole, mini-sac 

Duration of Injection [ms] 7.5 

Orifice Diameter [µm] 90  

Injection Pressure [Bar] 1400 

Fill Gas Composition (mole-fraction) 
N2=0.7515, O2=0.15,  

CO2=0.0622, H2O=0.0363 

Chamber Density [kg/m
3
] 22.8 

Chamber Temperature [K] 900, 1000 

Fuel Density @ 40˚C [kg/m
3
] 877 (Soy-biodiesel) 

Fuel Injection Temperature [K] 373 

 

Table1



 

Table 2:  

Validation of simulation results for ignition delay, flame lift-off length, and equivalence ratio at 

lift-off location against data from Sandia National Laboratory [56] at 900K and 1000K. 

 

 

Ignition Delay Lift-off length Equivalence Ratio

(ms) (mm)

Sandia Data 0.683 26.18 1.35

Uconn-89 Mechanism 0.741 30.17 1.21

Sandia Data 0.396 17.27 2.08

Uconn-89 Mechanism 0.391 18.76 2.04

T = 900 K

T = 1000 K

Table2
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